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AN (AN )−1 ←→ truncN

(

λ(z)λ−1(z)
)

= 1 ←→ E. (27)

This means that the coefficients on the first column of the inverse matrix (AN )−1

are the coefficients of the polynomial

yN (z) = truncN

(

λ−1(z)
)

, (28)

which is the truncation of the generating series for the inverse matrix. This
method of inversion of triangular strip matrices is even simpler than the formulas
(10) and (11).

All the above rules involving generating functions can also be used for upper
triangular strip matrices.

4. Integer-order differentiation

Let us consider equidistant nodes with the step h: tk = kh, (k = 0, . . . , N),
in the interval [a, b], where t0 = a and tN = b.

4.1. Backward differences
For a function f(t), differentiable in [a, b], we can consider first-order approx-

imation of its derivative f ′(t) at the points tk, k = 1, . . . , N , using first-order
backward differences:

f ′(tk) ≈
1
h
∇f(tk) =

1
h

(fk − fk−1) , k = 1, . . . , N. (29)

All the N formulas (29) can be written simultaneously in the matrix form:












h−1 f0

h−1 ∇f(t1)
h−1 ∇f(t2)

...
h−1 ∇f(tN−1)
h−1 ∇f(tN)













=
1
h













1 0 0 0 · · · 0
−1 1 0 0 · · · 0

0 −1 1 0 · · · 0

· · · · · · · · · . . . · · · · · ·
0 · · · 0 −1 1 0
0 0 · · · 0 −1 1

























f0

f1

f2
...

fN−1

fN













. (30)

In the formula (30) the column vector of function values fk (k = 0, . . . , N) is
multiplied by the matrix

B1
N =

1
h













1 0 0 0 · · · 0
−1 1 0 0 · · · 0

0 −1 1 0 · · · 0

· · · · · · · · · . . . · · · · · ·
0 · · · 0 −1 1 0
0 0 · · · 0 −1 1













, (31)

All these formulas can be written simultaneously:
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In the formula (30) the column vector of function values fk (k = 0, . . . , N) is
multiplied by the matrix
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1
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

, (31)

Approximation of the first order derivative:
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In the formula (30) the column vector of function values fk (k = 0, . . . , N) is
multiplied by the matrix
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1
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
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and the result is the column vector of approximated values of f ′(tk), k = 1, . . . , N ,
with the exception of the first element, depending on the value of the function
f(t) at the initial point, namely h−1f0 = h−1f(a). We can look at the matrix B1

N
as at a discrete analogue of first-order differentiation. The generating function for
the matrix B1

N is

β1(z) = h−1(1 − z). (32)

Similarly, we can consider the approximation of the second-order derivative
using second-order backward differences:

f ′′(tk) ≈
1
h2

∇2f(tk) =
1
h2

(fk − 2fk−1 + fk−2) , k = 2, . . . , N, (33)

which in the matrix form corresponds to the relationship













h−2 f0

h−2 (−2f0 + f1)
h−2 ∇2f(t2)

...
h−2 ∇2f(tN−1)
h−2 ∇2f(tN)













=
1
h2













1 0 0 0 · · · 0
−2 1 0 0 · · · 0

1 −2 1 0 · · · 0

· · · · · · · · · . . . · · · · · ·
· · · 0 1 −2 1 0

0 0 · · · 1 −2 1

























f0

f1

f2
...

fN−1

fN













. (34)

In the formula (34) the column vector of function values fk (k = 0, . . . , N) is
multiplied by the matrix

B2
N =

1
h2













1 0 0 0 · · · 0
−2 1 0 0 · · · 0

1 −2 1 0 · · · 0

· · · · · · · · · . . . · · · · · ·
· · · 0 1 −2 1 0

0 0 · · · 1 −2 1













(35)

and the result is the column vector of approximations of f ′′(tk), k = 2, 3, . . . , N ,
with the exception of the first two elements, namely h−2f0 and h−2(−2f0+f1). We
can look at the matrix B2

N as at a discrete analogue of second-order differentiation.
The generating function for the matrix B2

N is

β2(z) = h−2(1 − 2z + z2) = h−2(1 − z)2. (36)

Further, we can consider a matrix Bp
N , where p is a positive integer:
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and the result is the column vector of approximated values of f ′(tk), k = 1, . . . , N ,
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and the result is the column vector of approximated values of f ′(tk), k = 1, . . . , N ,
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
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multiplied by the matrix
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and the result is the column vector of approximations of f ′′(tk), k = 2, 3, . . . , N ,
with the exception of the first two elements, namely h−2f0 and h−2(−2f0+f1). We
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Further, we can consider a matrix Bp
N , where p is a positive integer:
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and the result is the column vector of approximated values of f ′(tk), k = 1, . . . , N ,
with the exception of the first element, depending on the value of the function
f(t) at the initial point, namely h−1f0 = h−1f(a). We can look at the matrix B1

N
as at a discrete analogue of first-order differentiation. The generating function for
the matrix B1

N is

β1(z) = h−1(1 − z). (32)

Similarly, we can consider the approximation of the second-order derivative
using second-order backward differences:

f ′′(tk) ≈
1
h2

∇2f(tk) =
1
h2

(fk − 2fk−1 + fk−2) , k = 2, . . . , N, (33)

which in the matrix form corresponds to the relationship


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
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
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1
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




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· · · 0 1 −2 1 0

0 0 · · · 1 −2 1









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

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







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fN




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
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

. (34)

In the formula (34) the column vector of function values fk (k = 0, . . . , N) is
multiplied by the matrix

B2
N =

1
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
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
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
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

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(35)

and the result is the column vector of approximations of f ′′(tk), k = 2, 3, . . . , N ,
with the exception of the first two elements, namely h−2f0 and h−2(−2f0+f1). We
can look at the matrix B2

N as at a discrete analogue of second-order differentiation.
The generating function for the matrix B2

N is

β2(z) = h−2(1 − 2z + z2) = h−2(1 − z)2. (36)

Further, we can consider a matrix Bp
N , where p is a positive integer:
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and the result is the column vector of approximated values of f ′(tk), k = 1, . . . , N ,
with the exception of the first element, depending on the value of the function
f(t) at the initial point, namely h−1f0 = h−1f(a). We can look at the matrix B1

N
as at a discrete analogue of first-order differentiation. The generating function for
the matrix B1

N is

β1(z) = h−1(1 − z). (32)

Similarly, we can consider the approximation of the second-order derivative
using second-order backward differences:

f ′′(tk) ≈
1
h2

∇2f(tk) =
1
h2

(fk − 2fk−1 + fk−2) , k = 2, . . . , N, (33)

which in the matrix form corresponds to the relationship











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h−2 f0

h−2 (−2f0 + f1)
h−2 ∇2f(t2)

...
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. (34)

In the formula (34) the column vector of function values fk (k = 0, . . . , N) is
multiplied by the matrix

B2
N =

1
h2








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



1 0 0 0 · · · 0
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0 0 · · · 1 −2 1













(35)

and the result is the column vector of approximations of f ′′(tk), k = 2, 3, . . . , N ,
with the exception of the first two elements, namely h−2f0 and h−2(−2f0+f1). We
can look at the matrix B2

N as at a discrete analogue of second-order differentiation.
The generating function for the matrix B2

N is

β2(z) = h−2(1 − 2z + z2) = h−2(1 − z)2. (36)

Further, we can consider a matrix Bp
N , where p is a positive integer:
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Generating function:
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Bp
N =

1
hp


























ω0 0 . . . 0 0 0 0 0

ω1 ω0 0 . . . 0 0 0 0

ω2 ω1 ω0 0 . . . 0 0 0

. . . . . . . . .
. . . . . . . . . 0 0

. . . . . . . . . . . .
. . . . . . . . . 0

. . . . . . . . . . . . . . .
. . . 0 . . .

0 . . . 0 ωp ωp−1 . . . ω0 0

0 0 . . . 0 ωp ωp−1 . . . ω0


























, (37)

ωj = (−1)j
(

p

j

)

, j = 0, 1, 2, . . . , p. (38)

The matrix Bp
N is a discrete analogue of differentiation of p-th order, if back-

ward differences of the p-th order are used. The generating function for the matrix
Bp

N is

βp(z) = h−p(1 − z)p. (39)

For the generating functions of the form βp(z) we have:

β2(z) = β1(z)β1(z)
βp(z) = β1(z) . . . β1(z)

︸ ︷︷ ︸

p

βp+q(z) = βp(z)βq(z) = βq(z)βp(z),

from which in view of (26) follows that

B2
N = B1

N B1
N , (40)

Bp
N = B1

N B1
N . . . B1

N
︸ ︷︷ ︸

p

, (41)

Bp+q
N = Bp

N Bq
N = Bq

N Bp
N , (42)

where p and q are positive integers.

4.2. Forward differences

Similarly to the previous section, we obtain that the matrix F p
N , where p is a
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N =

1
hp
























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. . . . . . . . . . . . . . .
. . . 0 . . .

0 . . . 0 ωp ωp−1 . . . ω0 0

0 0 . . . 0 ωp ωp−1 . . . ω0

























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(

p

j

)
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The matrix Bp
N is a discrete analogue of differentiation of p-th order, if back-

ward differences of the p-th order are used. The generating function for the matrix
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N is

βp(z) = h−p(1 − z)p. (39)

For the generating functions of the form βp(z) we have:

β2(z) = β1(z)β1(z)
βp(z) = β1(z) . . . β1(z)

︸ ︷︷ ︸

p

βp+q(z) = βp(z)βq(z) = βq(z)βp(z),

from which in view of (26) follows that

B2
N = B1

N B1
N , (40)

Bp
N = B1

N B1
N . . . B1

N
︸ ︷︷ ︸

p

, (41)

Bp+q
N = Bp

N Bq
N = Bq

N Bp
N , (42)

where p and q are positive integers.

4.2. Forward differences

Similarly to the previous section, we obtain that the matrix F p
N , where p is a
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1
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


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
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







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




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. . . 0 . . .
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


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
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
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















, (37)

ωj = (−1)j
(

p

j

)

, j = 0, 1, 2, . . . , p. (38)

The matrix Bp
N is a discrete analogue of differentiation of p-th order, if back-

ward differences of the p-th order are used. The generating function for the matrix
Bp

N is

βp(z) = h−p(1 − z)p. (39)

For the generating functions of the form βp(z) we have:

β2(z) = β1(z)β1(z)
βp(z) = β1(z) . . . β1(z)

︸ ︷︷ ︸

p

βp+q(z) = βp(z)βq(z) = βq(z)βp(z),

from which in view of (26) follows that

B2
N = B1

N B1
N , (40)

Bp
N = B1

N B1
N . . . B1

N
︸ ︷︷ ︸

p

, (41)

Bp+q
N = Bp

N Bq
N = Bq

N Bp
N , (42)

where p and q are positive integers.

4.2. Forward differences

Similarly to the previous section, we obtain that the matrix F p
N , where p is a
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0 . . . 0 ωp ωp−1 . . . ω0 0
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
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, (37)

ωj = (−1)j
(

p

j

)

, j = 0, 1, 2, . . . , p. (38)

The matrix Bp
N is a discrete analogue of differentiation of p-th order, if back-

ward differences of the p-th order are used. The generating function for the matrix
Bp

N is

βp(z) = h−p(1 − z)p. (39)

For the generating functions of the form βp(z) we have:

β2(z) = β1(z)β1(z)
βp(z) = β1(z) . . . β1(z)

︸ ︷︷ ︸

p

βp+q(z) = βp(z)βq(z) = βq(z)βp(z),

from which in view of (26) follows that

B2
N = B1

N B1
N , (40)

Bp
N = B1

N B1
N . . . B1

N
︸ ︷︷ ︸

p

, (41)

Bp+q
N = Bp

N Bq
N = Bq

N Bp
N , (42)

where p and q are positive integers.

4.2. Forward differences

Similarly to the previous section, we obtain that the matrix F p
N , where p is a

and therefore
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(
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j

)

, j = 0, 1, 2, . . . , p. (38)

The matrix Bp
N is a discrete analogue of differentiation of p-th order, if back-

ward differences of the p-th order are used. The generating function for the matrix
Bp

N is

βp(z) = h−p(1 − z)p. (39)

For the generating functions of the form βp(z) we have:

β2(z) = β1(z)β1(z)
βp(z) = β1(z) . . . β1(z)

︸ ︷︷ ︸

p

βp+q(z) = βp(z)βq(z) = βq(z)βp(z),

from which in view of (26) follows that

B2
N = B1

N B1
N , (40)

Bp
N = B1

N B1
N . . . B1

N
︸ ︷︷ ︸

p

, (41)

Bp+q
N = Bp

N Bq
N = Bq

N Bp
N , (42)

where p and q are positive integers.

4.2. Forward differences

Similarly to the previous section, we obtain that the matrix F p
N , where p is a
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Left-sided R-L derivatives

aD
α
tk

f(t) ≈ ∇
αf(tk)

hα = h−α
k∑

j=0

(−1)j
(

α

j

)
fk−j , k = 0, 1, . . . , N.





h−α∇αf(t0)

h−α∇αf(t1)

h−α∇αf(t2)
...

h−α∇αf(tN−1)

h−α∇αf(tN )





=
1

hα





ω
(α)
0 0 0 0 · · · 0

ω
(α)
1 ω

(α)
0 0 0 · · · 0

ω
(α)
2 ω

(α)
1 ω

(α)
0 0 · · · 0

. . . . . . . . . . . . · · · · · ·
ω

(α)
N−1

. . . ω
(α)
2 ω

(α)
1 ω

(α)
0 0

ω
(α)
N ω

(α)
N−1

. . . ω
(α)
2 ω

(α)
1 ω

(α)
0









f0

f1

f2

...

fN−1

fN





ω
(α)
j = (−1)j

(
α

j

)
, j = 0, 1, . . . , N.

Left-sided fractional derivatives

Start

!! ""
! "
48 / 90

Back

Full screen

Close

End

Bα
N =

1

hα





ω(α)
0 0 0 0 · · · 0

ω(α)
1 ω(α)

0 0 0 · · · 0
ω(α)

2 ω(α)
1 ω(α)

0 0 · · · 0
. . . . . . . . . . . . · · · · · ·

ω(α)
N−1

. . . ω(α)
2 ω(α)

1 ω(α)
0 0

ω(α)
N ω(α)

N−1
. . . ω(α)

2 ω(α)
1 ω(α)

0





βα(z) = h−α(1− z)α.

Bα
NBβ

N = Bβ
NBα

N = Bα+β
N ,

aD
α
t ( aD

β
t f (t)) = aD

β
t ( aD

α
t f (t)) = aD

α+β
t f (t),

f (k)(a) = 0, k = 1, 2, . . . , r − 1,

r = max{n,m}

Left-sided fractional derivatives
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positive integer,

F p
N =

1
hp




















ω0 . . . ωp−1 ωp 0 . . . 0 0
0 ω0 . . . ωp−1 ωp 0 . . . 0

. . . 0 . . . . . . . . . . . . . . . . . .

0 . . . . . .
. . . . . . . . . . . . . . .

0 0 . . . . . .
. . . . . . . . . . . .

0 0 0 . . . 0 ω0 ω1 ω2

0 0 0 0 . . . 0 ω0 ω1

0 0 0 0 0 . . . 0 ω0




















, (43)

ωj = (−1)j
(

p

j

)

, j = 0, 1, 2, . . . , p. (44)

is a discrete analogue of differentiation of p-th order, namely of (−1)pf (p)(t), if
forward differences of the p-th order are used. The generating function for F p

N is
the same as for Bp

N : βp(z) = h−p(1 − z)p.
Since the generating functions are the same as in case of the matrices Bp

N , we
have for F p

N the similar properties:

F 2
N = F 1

N F 1
N , (45)

F p
N = F 1

N F 1
N . . . F 1

N
︸ ︷︷ ︸

p

, (46)

F p+q
N = F p

N F q
N = F q

N F p
N , (47)

where p and q are positive integers.
It also should be noted that transposition of the matrix Bp

N , representing the
backward difference operation, gives the matrix F p

N , which corresponds to forward
differentiating:

(

Bp
N

)T
= F p

N ,
(

F p
N

)T
= Bp

N . (48)

5. n-fold integration

Now let us turn to the integration. To deal with operations, which are inverse
to the differentiation, we have to consider definite integrals with one limit fixed
and another moving.

5.1. Moving upper limit of integration
Let us take a function f(t), integrable in [a, b], and consider integrals with

fixed lower limit and moving upper limit:

g1(t) =
t∫

a

f(t)dt, (49)

Approximation:
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for which we have g′1(t) = f(t) in (a, b).
Let us consider equidistant nodes with the step h: tk = kh, (k = 0, . . . , N),

in the interval [a, b], where t0 = a and tN = b. We can use the left rectangular
quadrature rule for approximating the integral (49) at the points tk, k = 1, . . . , N :

g1(tk) ≈ h
k−1
∑

i=0

fi, k = 1, . . . , N. (50)

All the N formulas (50) can be written simultaneously in the matrix form:













g1(t1)
g1(t2)
g1(t3)

...
g1(tN )

g1(tN + h)













= h













1 0 0 0 · · · 0
1 1 0 0 · · · 0
1 1 1 0 · · · 0

· · · · · · · · · . . . · · · · · ·
1 · · · 1 1 1 0
1 1 · · · 1 1 1

























f0

f1

f2
...

fN−1

fN













. (51)

We see that the column vector of function values fk (k = 0, . . . , N) is multi-
plied by the matrix

I1
N = h













1 0 0 0 · · · 0
1 1 0 0 · · · 0
1 1 1 0 · · · 0

· · · · · · · · · . . . · · · · · ·
1 · · · 1 1 1 0
1 1 · · · 1 1 1













, (52)

and the result is the column vector of approximated values of the integral (49),
namely g1(tk), k = 1, . . . , N , with the exception of the last element, which cor-
responds to the node lying outside of the considered interval [a, b]. We can look
at the matrix I1

N as at a discrete analogue of left rectangular quadrature rule for
evaluating the integral (49). The generating function for I1

N is

ϕ1(z) = h(1 − z)−1. (53)

It must be noted here that the matrix I1
N is inverse to the matrix B1

N , which
corresponds to backward difference approximation of the first derivative. We have:

B1
NI1

N = I1
NB1

N ←→ truncN (β1(z)ϕ1(z)) = 1 ←→ E. (54)

Therefore, having one of these matrices, we can immediately obtain another by a
matrix inversion.
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for which we have g′1(t) = f(t) in (a, b).
Let us consider equidistant nodes with the step h: tk = kh, (k = 0, . . . , N),
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and the result is the column vector of approximated values of the integral (49),
namely g1(tk), k = 1, . . . , N , with the exception of the last element, which cor-
responds to the node lying outside of the considered interval [a, b]. We can look
at the matrix I1

N as at a discrete analogue of left rectangular quadrature rule for
evaluating the integral (49). The generating function for I1

N is

ϕ1(z) = h(1 − z)−1. (53)

It must be noted here that the matrix I1
N is inverse to the matrix B1

N , which
corresponds to backward difference approximation of the first derivative. We have:
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NI1
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for which we have g′1(t) = f(t) in (a, b).
Let us consider equidistant nodes with the step h: tk = kh, (k = 0, . . . , N),

in the interval [a, b], where t0 = a and tN = b. We can use the left rectangular
quadrature rule for approximating the integral (49) at the points tk, k = 1, . . . , N :

g1(tk) ≈ h
k−1
∑

i=0

fi, k = 1, . . . , N. (50)

All the N formulas (50) can be written simultaneously in the matrix form:













g1(t1)
g1(t2)
g1(t3)

...
g1(tN )

g1(tN + h)













= h













1 0 0 0 · · · 0
1 1 0 0 · · · 0
1 1 1 0 · · · 0

· · · · · · · · · . . . · · · · · ·
1 · · · 1 1 1 0
1 1 · · · 1 1 1

























f0

f1

f2
...

fN−1

fN













. (51)

We see that the column vector of function values fk (k = 0, . . . , N) is multi-
plied by the matrix

I1
N = h













1 0 0 0 · · · 0
1 1 0 0 · · · 0
1 1 1 0 · · · 0

· · · · · · · · · . . . · · · · · ·
1 · · · 1 1 1 0
1 1 · · · 1 1 1













, (52)

and the result is the column vector of approximated values of the integral (49),
namely g1(tk), k = 1, . . . , N , with the exception of the last element, which cor-
responds to the node lying outside of the considered interval [a, b]. We can look
at the matrix I1

N as at a discrete analogue of left rectangular quadrature rule for
evaluating the integral (49). The generating function for I1

N is

ϕ1(z) = h(1 − z)−1. (53)

It must be noted here that the matrix I1
N is inverse to the matrix B1

N , which
corresponds to backward difference approximation of the first derivative. We have:

B1
NI1

N = I1
NB1

N ←→ truncN (β1(z)ϕ1(z)) = 1 ←→ E. (54)

Therefore, having one of these matrices, we can immediately obtain another by a
matrix inversion.

Generating function:
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for which we have g′1(t) = f(t) in (a, b).
Let us consider equidistant nodes with the step h: tk = kh, (k = 0, . . . , N),

in the interval [a, b], where t0 = a and tN = b. We can use the left rectangular
quadrature rule for approximating the integral (49) at the points tk, k = 1, . . . , N :

g1(tk) ≈ h
k−1
∑

i=0

fi, k = 1, . . . , N. (50)

All the N formulas (50) can be written simultaneously in the matrix form:













g1(t1)
g1(t2)
g1(t3)

...
g1(tN )

g1(tN + h)













= h













1 0 0 0 · · · 0
1 1 0 0 · · · 0
1 1 1 0 · · · 0

· · · · · · · · · . . . · · · · · ·
1 · · · 1 1 1 0
1 1 · · · 1 1 1

























f0

f1

f2
...

fN−1

fN













. (51)

We see that the column vector of function values fk (k = 0, . . . , N) is multi-
plied by the matrix

I1
N = h













1 0 0 0 · · · 0
1 1 0 0 · · · 0
1 1 1 0 · · · 0

· · · · · · · · · . . . · · · · · ·
1 · · · 1 1 1 0
1 1 · · · 1 1 1













, (52)

and the result is the column vector of approximated values of the integral (49),
namely g1(tk), k = 1, . . . , N , with the exception of the last element, which cor-
responds to the node lying outside of the considered interval [a, b]. We can look
at the matrix I1

N as at a discrete analogue of left rectangular quadrature rule for
evaluating the integral (49). The generating function for I1

N is

ϕ1(z) = h(1 − z)−1. (53)

It must be noted here that the matrix I1
N is inverse to the matrix B1

N , which
corresponds to backward difference approximation of the first derivative. We have:

B1
NI1

N = I1
NB1

N ←→ truncN (β1(z)ϕ1(z)) = 1 ←→ E. (54)

Therefore, having one of these matrices, we can immediately obtain another by a
matrix inversion.
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for which we have g′1(t) = f(t) in (a, b).
Let us consider equidistant nodes with the step h: tk = kh, (k = 0, . . . , N),

in the interval [a, b], where t0 = a and tN = b. We can use the left rectangular
quadrature rule for approximating the integral (49) at the points tk, k = 1, . . . , N :

g1(tk) ≈ h
k−1
∑

i=0

fi, k = 1, . . . , N. (50)

All the N formulas (50) can be written simultaneously in the matrix form:













g1(t1)
g1(t2)
g1(t3)

...
g1(tN )

g1(tN + h)













= h













1 0 0 0 · · · 0
1 1 0 0 · · · 0
1 1 1 0 · · · 0

· · · · · · · · · . . . · · · · · ·
1 · · · 1 1 1 0
1 1 · · · 1 1 1

























f0

f1

f2
...

fN−1

fN













. (51)

We see that the column vector of function values fk (k = 0, . . . , N) is multi-
plied by the matrix

I1
N = h













1 0 0 0 · · · 0
1 1 0 0 · · · 0
1 1 1 0 · · · 0

· · · · · · · · · . . . · · · · · ·
1 · · · 1 1 1 0
1 1 · · · 1 1 1













, (52)

and the result is the column vector of approximated values of the integral (49),
namely g1(tk), k = 1, . . . , N , with the exception of the last element, which cor-
responds to the node lying outside of the considered interval [a, b]. We can look
at the matrix I1

N as at a discrete analogue of left rectangular quadrature rule for
evaluating the integral (49). The generating function for I1

N is

ϕ1(z) = h(1 − z)−1. (53)

It must be noted here that the matrix I1
N is inverse to the matrix B1

N , which
corresponds to backward difference approximation of the first derivative. We have:

B1
NI1

N = I1
NB1

N ←→ truncN (β1(z)ϕ1(z)) = 1 ←→ E. (54)

Therefore, having one of these matrices, we can immediately obtain another by a
matrix inversion.
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for which we have g′1(t) = f(t) in (a, b).
Let us consider equidistant nodes with the step h: tk = kh, (k = 0, . . . , N),

in the interval [a, b], where t0 = a and tN = b. We can use the left rectangular
quadrature rule for approximating the integral (49) at the points tk, k = 1, . . . , N :

g1(tk) ≈ h
k−1
∑

i=0

fi, k = 1, . . . , N. (50)

All the N formulas (50) can be written simultaneously in the matrix form:













g1(t1)
g1(t2)
g1(t3)

...
g1(tN )

g1(tN + h)













= h













1 0 0 0 · · · 0
1 1 0 0 · · · 0
1 1 1 0 · · · 0

· · · · · · · · · . . . · · · · · ·
1 · · · 1 1 1 0
1 1 · · · 1 1 1

























f0

f1

f2
...

fN−1

fN













. (51)

We see that the column vector of function values fk (k = 0, . . . , N) is multi-
plied by the matrix

I1
N = h













1 0 0 0 · · · 0
1 1 0 0 · · · 0
1 1 1 0 · · · 0

· · · · · · · · · . . . · · · · · ·
1 · · · 1 1 1 0
1 1 · · · 1 1 1













, (52)

and the result is the column vector of approximated values of the integral (49),
namely g1(tk), k = 1, . . . , N , with the exception of the last element, which cor-
responds to the node lying outside of the considered interval [a, b]. We can look
at the matrix I1

N as at a discrete analogue of left rectangular quadrature rule for
evaluating the integral (49). The generating function for I1

N is

ϕ1(z) = h(1 − z)−1. (53)

It must be noted here that the matrix I1
N is inverse to the matrix B1

N , which
corresponds to backward difference approximation of the first derivative. We have:

B1
NI1

N = I1
NB1

N ←→ truncN (β1(z)ϕ1(z)) = 1 ←→ E. (54)

Therefore, having one of these matrices, we can immediately obtain another by a
matrix inversion.
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for which we have g′1(t) = f(t) in (a, b).
Let us consider equidistant nodes with the step h: tk = kh, (k = 0, . . . , N),

in the interval [a, b], where t0 = a and tN = b. We can use the left rectangular
quadrature rule for approximating the integral (49) at the points tk, k = 1, . . . , N :

g1(tk) ≈ h
k−1
∑

i=0

fi, k = 1, . . . , N. (50)

All the N formulas (50) can be written simultaneously in the matrix form:













g1(t1)
g1(t2)
g1(t3)

...
g1(tN )

g1(tN + h)













= h













1 0 0 0 · · · 0
1 1 0 0 · · · 0
1 1 1 0 · · · 0

· · · · · · · · · . . . · · · · · ·
1 · · · 1 1 1 0
1 1 · · · 1 1 1

























f0

f1

f2
...

fN−1

fN













. (51)

We see that the column vector of function values fk (k = 0, . . . , N) is multi-
plied by the matrix

I1
N = h













1 0 0 0 · · · 0
1 1 0 0 · · · 0
1 1 1 0 · · · 0

· · · · · · · · · . . . · · · · · ·
1 · · · 1 1 1 0
1 1 · · · 1 1 1













, (52)

and the result is the column vector of approximated values of the integral (49),
namely g1(tk), k = 1, . . . , N , with the exception of the last element, which cor-
responds to the node lying outside of the considered interval [a, b]. We can look
at the matrix I1

N as at a discrete analogue of left rectangular quadrature rule for
evaluating the integral (49). The generating function for I1

N is

ϕ1(z) = h(1 − z)−1. (53)

It must be noted here that the matrix I1
N is inverse to the matrix B1

N , which
corresponds to backward difference approximation of the first derivative. We have:

B1
NI1

N = I1
NB1

N ←→ truncN (β1(z)ϕ1(z)) = 1 ←→ E. (54)

Therefore, having one of these matrices, we can immediately obtain another by a
matrix inversion.
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AN (AN )−1 ←→ truncN

(

λ(z)λ−1(z)
)

= 1 ←→ E. (27)

This means that the coefficients on the first column of the inverse matrix (AN )−1

are the coefficients of the polynomial

yN (z) = truncN

(

λ−1(z)
)

, (28)

which is the truncation of the generating series for the inverse matrix. This
method of inversion of triangular strip matrices is even simpler than the formulas
(10) and (11).

All the above rules involving generating functions can also be used for upper
triangular strip matrices.

4. Integer-order differentiation

Let us consider equidistant nodes with the step h: tk = kh, (k = 0, . . . , N),
in the interval [a, b], where t0 = a and tN = b.

4.1. Backward differences
For a function f(t), differentiable in [a, b], we can consider first-order approx-

imation of its derivative f ′(t) at the points tk, k = 1, . . . , N , using first-order
backward differences:

f ′(tk) ≈
1
h
∇f(tk) =

1
h

(fk − fk−1) , k = 1, . . . , N. (29)

All the N formulas (29) can be written simultaneously in the matrix form:












h−1 f0

h−1 ∇f(t1)
h−1 ∇f(t2)

...
h−1 ∇f(tN−1)
h−1 ∇f(tN)













=
1
h













1 0 0 0 · · · 0
−1 1 0 0 · · · 0

0 −1 1 0 · · · 0

· · · · · · · · · . . . · · · · · ·
0 · · · 0 −1 1 0
0 0 · · · 0 −1 1

























f0

f1

f2
...

fN−1

fN













. (30)

In the formula (30) the column vector of function values fk (k = 0, . . . , N) is
multiplied by the matrix

B1
N =

1
h













1 0 0 0 · · · 0
−1 1 0 0 · · · 0

0 −1 1 0 · · · 0

· · · · · · · · · . . . · · · · · ·
0 · · · 0 −1 1 0
0 0 · · · 0 −1 1













, (31)
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for which we have g′1(t) = f(t) in (a, b).
Let us consider equidistant nodes with the step h: tk = kh, (k = 0, . . . , N),

in the interval [a, b], where t0 = a and tN = b. We can use the left rectangular
quadrature rule for approximating the integral (49) at the points tk, k = 1, . . . , N :

g1(tk) ≈ h
k−1
∑

i=0

fi, k = 1, . . . , N. (50)

All the N formulas (50) can be written simultaneously in the matrix form:













g1(t1)
g1(t2)
g1(t3)

...
g1(tN )

g1(tN + h)













= h













1 0 0 0 · · · 0
1 1 0 0 · · · 0
1 1 1 0 · · · 0

· · · · · · · · · . . . · · · · · ·
1 · · · 1 1 1 0
1 1 · · · 1 1 1

























f0

f1

f2
...

fN−1

fN













. (51)

We see that the column vector of function values fk (k = 0, . . . , N) is multi-
plied by the matrix

I1
N = h













1 0 0 0 · · · 0
1 1 0 0 · · · 0
1 1 1 0 · · · 0

· · · · · · · · · . . . · · · · · ·
1 · · · 1 1 1 0
1 1 · · · 1 1 1













, (52)

and the result is the column vector of approximated values of the integral (49),
namely g1(tk), k = 1, . . . , N , with the exception of the last element, which cor-
responds to the node lying outside of the considered interval [a, b]. We can look
at the matrix I1

N as at a discrete analogue of left rectangular quadrature rule for
evaluating the integral (49). The generating function for I1

N is

ϕ1(z) = h(1 − z)−1. (53)

It must be noted here that the matrix I1
N is inverse to the matrix B1

N , which
corresponds to backward difference approximation of the first derivative. We have:

B1
NI1

N = I1
NB1

N ←→ truncN (β1(z)ϕ1(z)) = 1 ←→ E. (54)

Therefore, having one of these matrices, we can immediately obtain another by a
matrix inversion.

= ?



13

Integer-order integration
Moving upper limit

Two-fold integral:

Approximation:

MATRIX APPROACH TO DISCRETE FRACTIONAL CALCULUS 369

Similarly, we can consider the two-fold integral with a moving upper boundary:

g2(t) =
t∫

a

dt

t∫

a

f(t)dt, (55)

for which we have g′′2 (t) = g′1(t) = f(t) in (a, b).
Using the left rectangular quadrature rule twice for approximating g2(tk) and

taking into account that g1(t0) = 0, we have:

g2(tk) = h
k−1
∑

i=0

g1(ti) = h
k−1
∑

i=1

g1(ti) = h
k−1
∑

i=1

h
i−1
∑

j=0

fj

= h2
k−1
∑

i=1

i−1
∑

j=0

fj = h2
k−2
∑

j=0

(k − j − 1) fj

= h2
(

(k − 1)f0 + (k − 2)f1 + . . . + 2fk−3 + fk−2

)

, (56)

k = 2, 3, . . . , N.

The equations (56) can be written simultaneously in the matrix form:













g2(t2)
g2(t3)

...
g2(tN )

g2(tN + h)
g2(tN + 2h)













= h2













1 0 0 0 · · · 0
2 1 0 0 · · · 0

· · · · · · . . . · · · · · · · · ·
· · · 3 2 1 0 0
N · · · 3 2 1 0

N + 1 N · · · 3 2 1

























f0

f1
...

fN−2

fN−1

fN













.

(57)
We see that the column vector of function values fk (k = 0, . . . , N) is multi-

plied by the matrix

I2
N = h2













1 0 0 0 · · · 0
2 1 0 0 · · · 0

· · · · · · . . . · · · · · · · · ·
· · · 3 2 1 0 0
N · · · 3 2 1 0

N + 1 N · · · 3 2 1













, (58)

and the result is the column vector of approximated values of the integral (55),
namely g2(tk), k = 2, . . . , N , with the exception of the last two elements, which
correspond to the nodes lying outside of the considered interval [a, b]. We can
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Similarly, we can consider the two-fold integral with a moving upper boundary:

g2(t) =
t∫

a

dt

t∫

a

f(t)dt, (55)

for which we have g′′2 (t) = g′1(t) = f(t) in (a, b).
Using the left rectangular quadrature rule twice for approximating g2(tk) and

taking into account that g1(t0) = 0, we have:

g2(tk) = h
k−1
∑

i=0

g1(ti) = h
k−1
∑

i=1

g1(ti) = h
k−1
∑

i=1

h
i−1
∑

j=0

fj

= h2
k−1
∑

i=1

i−1
∑

j=0

fj = h2
k−2
∑

j=0

(k − j − 1) fj

= h2
(

(k − 1)f0 + (k − 2)f1 + . . . + 2fk−3 + fk−2

)

, (56)

k = 2, 3, . . . , N.

The equations (56) can be written simultaneously in the matrix form:













g2(t2)
g2(t3)

...
g2(tN )

g2(tN + h)
g2(tN + 2h)













= h2













1 0 0 0 · · · 0
2 1 0 0 · · · 0

· · · · · · . . . · · · · · · · · ·
· · · 3 2 1 0 0
N · · · 3 2 1 0

N + 1 N · · · 3 2 1

























f0

f1
...

fN−2

fN−1

fN













.

(57)
We see that the column vector of function values fk (k = 0, . . . , N) is multi-

plied by the matrix

I2
N = h2













1 0 0 0 · · · 0
2 1 0 0 · · · 0

· · · · · · . . . · · · · · · · · ·
· · · 3 2 1 0 0
N · · · 3 2 1 0

N + 1 N · · · 3 2 1













, (58)

and the result is the column vector of approximated values of the integral (55),
namely g2(tk), k = 2, . . . , N , with the exception of the last two elements, which
correspond to the nodes lying outside of the considered interval [a, b]. We can
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Similarly, we can consider the two-fold integral with a moving upper boundary:

g2(t) =
t∫

a

dt

t∫

a

f(t)dt, (55)

for which we have g′′2 (t) = g′1(t) = f(t) in (a, b).
Using the left rectangular quadrature rule twice for approximating g2(tk) and

taking into account that g1(t0) = 0, we have:

g2(tk) = h
k−1
∑

i=0

g1(ti) = h
k−1
∑

i=1

g1(ti) = h
k−1
∑

i=1

h
i−1
∑

j=0

fj

= h2
k−1
∑

i=1

i−1
∑

j=0

fj = h2
k−2
∑

j=0

(k − j − 1) fj

= h2
(

(k − 1)f0 + (k − 2)f1 + . . . + 2fk−3 + fk−2

)

, (56)

k = 2, 3, . . . , N.

The equations (56) can be written simultaneously in the matrix form:













g2(t2)
g2(t3)

...
g2(tN )

g2(tN + h)
g2(tN + 2h)













= h2













1 0 0 0 · · · 0
2 1 0 0 · · · 0

· · · · · · . . . · · · · · · · · ·
· · · 3 2 1 0 0
N · · · 3 2 1 0

N + 1 N · · · 3 2 1

























f0

f1
...

fN−2

fN−1

fN













.

(57)
We see that the column vector of function values fk (k = 0, . . . , N) is multi-

plied by the matrix

I2
N = h2













1 0 0 0 · · · 0
2 1 0 0 · · · 0

· · · · · · . . . · · · · · · · · ·
· · · 3 2 1 0 0
N · · · 3 2 1 0

N + 1 N · · · 3 2 1













, (58)

and the result is the column vector of approximated values of the integral (55),
namely g2(tk), k = 2, . . . , N , with the exception of the last two elements, which
correspond to the nodes lying outside of the considered interval [a, b]. We can
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Similarly, we can consider the two-fold integral with a moving upper boundary:

g2(t) =
t∫

a

dt

t∫

a

f(t)dt, (55)

for which we have g′′2 (t) = g′1(t) = f(t) in (a, b).
Using the left rectangular quadrature rule twice for approximating g2(tk) and

taking into account that g1(t0) = 0, we have:

g2(tk) = h
k−1
∑

i=0

g1(ti) = h
k−1
∑

i=1

g1(ti) = h
k−1
∑

i=1

h
i−1
∑

j=0

fj

= h2
k−1
∑

i=1

i−1
∑

j=0

fj = h2
k−2
∑

j=0

(k − j − 1) fj

= h2
(

(k − 1)f0 + (k − 2)f1 + . . . + 2fk−3 + fk−2

)

, (56)

k = 2, 3, . . . , N.

The equations (56) can be written simultaneously in the matrix form:













g2(t2)
g2(t3)

...
g2(tN )

g2(tN + h)
g2(tN + 2h)













= h2













1 0 0 0 · · · 0
2 1 0 0 · · · 0

· · · · · · . . . · · · · · · · · ·
· · · 3 2 1 0 0
N · · · 3 2 1 0

N + 1 N · · · 3 2 1

























f0

f1
...

fN−2

fN−1

fN













.

(57)
We see that the column vector of function values fk (k = 0, . . . , N) is multi-

plied by the matrix

I2
N = h2













1 0 0 0 · · · 0
2 1 0 0 · · · 0

· · · · · · . . . · · · · · · · · ·
· · · 3 2 1 0 0
N · · · 3 2 1 0

N + 1 N · · · 3 2 1













, (58)

and the result is the column vector of approximated values of the integral (55),
namely g2(tk), k = 2, . . . , N , with the exception of the last two elements, which
correspond to the nodes lying outside of the considered interval [a, b]. We can

MATRIX APPROACH TO DISCRETE FRACTIONAL CALCULUS 369

Similarly, we can consider the two-fold integral with a moving upper boundary:

g2(t) =
t∫

a

dt

t∫

a

f(t)dt, (55)

for which we have g′′2 (t) = g′1(t) = f(t) in (a, b).
Using the left rectangular quadrature rule twice for approximating g2(tk) and

taking into account that g1(t0) = 0, we have:

g2(tk) = h
k−1
∑

i=0

g1(ti) = h
k−1
∑

i=1

g1(ti) = h
k−1
∑

i=1

h
i−1
∑

j=0

fj

= h2
k−1
∑

i=1

i−1
∑

j=0

fj = h2
k−2
∑

j=0

(k − j − 1) fj

= h2
(

(k − 1)f0 + (k − 2)f1 + . . . + 2fk−3 + fk−2

)

, (56)

k = 2, 3, . . . , N.

The equations (56) can be written simultaneously in the matrix form:













g2(t2)
g2(t3)

...
g2(tN )

g2(tN + h)
g2(tN + 2h)













= h2













1 0 0 0 · · · 0
2 1 0 0 · · · 0

· · · · · · . . . · · · · · · · · ·
· · · 3 2 1 0 0
N · · · 3 2 1 0

N + 1 N · · · 3 2 1

























f0

f1
...

fN−2

fN−1

fN













.

(57)
We see that the column vector of function values fk (k = 0, . . . , N) is multi-

plied by the matrix

I2
N = h2













1 0 0 0 · · · 0
2 1 0 0 · · · 0

· · · · · · . . . · · · · · · · · ·
· · · 3 2 1 0 0
N · · · 3 2 1 0

N + 1 N · · · 3 2 1













, (58)

and the result is the column vector of approximated values of the integral (55),
namely g2(tk), k = 2, . . . , N , with the exception of the last two elements, which
correspond to the nodes lying outside of the considered interval [a, b]. We can

All these formulas can be written simultaneously, too:
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Similarly, we can consider the two-fold integral with a moving upper boundary:

g2(t) =
t∫

a

dt

t∫

a

f(t)dt, (55)

for which we have g′′2 (t) = g′1(t) = f(t) in (a, b).
Using the left rectangular quadrature rule twice for approximating g2(tk) and

taking into account that g1(t0) = 0, we have:

g2(tk) = h
k−1
∑

i=0

g1(ti) = h
k−1
∑

i=1

g1(ti) = h
k−1
∑

i=1

h
i−1
∑

j=0

fj

= h2
k−1
∑

i=1

i−1
∑

j=0

fj = h2
k−2
∑

j=0

(k − j − 1) fj

= h2
(

(k − 1)f0 + (k − 2)f1 + . . . + 2fk−3 + fk−2

)

, (56)

k = 2, 3, . . . , N.

The equations (56) can be written simultaneously in the matrix form:













g2(t2)
g2(t3)

...
g2(tN )

g2(tN + h)
g2(tN + 2h)













= h2













1 0 0 0 · · · 0
2 1 0 0 · · · 0

· · · · · · . . . · · · · · · · · ·
· · · 3 2 1 0 0
N · · · 3 2 1 0

N + 1 N · · · 3 2 1

























f0

f1
...

fN−2

fN−1

fN













.

(57)
We see that the column vector of function values fk (k = 0, . . . , N) is multi-

plied by the matrix

I2
N = h2













1 0 0 0 · · · 0
2 1 0 0 · · · 0

· · · · · · . . . · · · · · · · · ·
· · · 3 2 1 0 0
N · · · 3 2 1 0

N + 1 N · · · 3 2 1













, (58)

and the result is the column vector of approximated values of the integral (55),
namely g2(tk), k = 2, . . . , N , with the exception of the last two elements, which
correspond to the nodes lying outside of the considered interval [a, b]. We can
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Similarly, we can consider the two-fold integral with a moving upper boundary:

g2(t) =
t∫

a

dt

t∫

a

f(t)dt, (55)

for which we have g′′2 (t) = g′1(t) = f(t) in (a, b).
Using the left rectangular quadrature rule twice for approximating g2(tk) and

taking into account that g1(t0) = 0, we have:

g2(tk) = h
k−1
∑

i=0

g1(ti) = h
k−1
∑

i=1

g1(ti) = h
k−1
∑

i=1

h
i−1
∑

j=0

fj

= h2
k−1
∑

i=1

i−1
∑

j=0

fj = h2
k−2
∑

j=0

(k − j − 1) fj

= h2
(

(k − 1)f0 + (k − 2)f1 + . . . + 2fk−3 + fk−2

)

, (56)

k = 2, 3, . . . , N.

The equations (56) can be written simultaneously in the matrix form:













g2(t2)
g2(t3)

...
g2(tN )

g2(tN + h)
g2(tN + 2h)













= h2













1 0 0 0 · · · 0
2 1 0 0 · · · 0

· · · · · · . . . · · · · · · · · ·
· · · 3 2 1 0 0
N · · · 3 2 1 0

N + 1 N · · · 3 2 1

























f0

f1
...

fN−2

fN−1

fN













.

(57)
We see that the column vector of function values fk (k = 0, . . . , N) is multi-

plied by the matrix

I2
N = h2













1 0 0 0 · · · 0
2 1 0 0 · · · 0

· · · · · · . . . · · · · · · · · ·
· · · 3 2 1 0 0
N · · · 3 2 1 0

N + 1 N · · · 3 2 1













, (58)

and the result is the column vector of approximated values of the integral (55),
namely g2(tk), k = 2, . . . , N , with the exception of the last two elements, which
correspond to the nodes lying outside of the considered interval [a, b]. We can

Generating function:

370 I. Podlubny

look at the matrix I2
N as at a discrete analogue of left rectangular quadrature rule

for evaluating the two-fold integral (55). The generating function for I2
N is

ϕ2(z) = h2(1 − z)−2. (59)

It must be mentioned here that the matrix I2
N is inverse to the matrix B2

N ,
which corresponds to backward difference approximation of the second derivative.
We have:

B2
NI2

N = I2
NB2

N ←→ truncN (β2(z)ϕ2(z)) = 1 ←→ E. (60)

Therefore, having one of these matrices, we can immediately obtain another by a
matrix inversion.

If we consider p-fold integration with a moving upper limit,

gp(t) =
t∫

a

dτp

τp∫

a

dτp−1 . . .

τ2∫

a

f(τ1)dτ1, (61)

and apply the left rectangular quadrature rule p times, then we arrive at the
following relationship in the matrix form:
















gp(tp)
gp(tp+1)

...
gp(tN )

...
gp(tN + h)
gp(tN + ph)
















= hp
















γ0 0 0 0 · · · · · · 0
γ1 γ0 0 0 · · · · · · 0

· · · · · · . . . · · · · · · · · · · · ·
· · · γ2 γ1 γ0 0 · · · · · ·

· · · · · · · · · · · · . . . · · · · · ·
γN−1 · · · · · · γ2 γ1 γ0 0
γN γN−1 · · · · · · γ2 γ1 γ0































f0

f1
...
fp
...

fN−1

fN
















,

(62)
involving the lower triangular strip matrix Ip

N with the generating function
ϕp(z) = hp(1 − z)−p,

Ip
N = hp
















γ0 0 0 0 · · · · · · 0
γ1 γ0 0 0 · · · · · · 0

· · · · · · . . . · · · · · · · · · · · ·
· · · γ2 γ1 γ0 0 · · · · · ·

· · · · · · · · · · · · . . . · · · · · ·
γN−1 · · · · · · γ2 γ1 γ0 0
γN γN−1 · · · · · · γ2 γ1 γ0
















, (63)

which is inverse to the matrix Bp
N , corresponding to the backward difference

approximation of the p-th derivative:

Bp
NIp

N = Ip
NBp

N ←→ truncN (βp(z)ϕp(z)) = 1 ←→ E. (64)
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 Notice that matrix        is inverse to the matrix       :

370 I. Podlubny

look at the matrix I2
N as at a discrete analogue of left rectangular quadrature rule

for evaluating the two-fold integral (55). The generating function for I2
N is

ϕ2(z) = h2(1 − z)−2. (59)

It must be mentioned here that the matrix I2
N is inverse to the matrix B2

N ,
which corresponds to backward difference approximation of the second derivative.
We have:

B2
NI2

N = I2
NB2

N ←→ truncN (β2(z)ϕ2(z)) = 1 ←→ E. (60)

Therefore, having one of these matrices, we can immediately obtain another by a
matrix inversion.

If we consider p-fold integration with a moving upper limit,

gp(t) =
t∫

a

dτp

τp∫

a

dτp−1 . . .

τ2∫

a

f(τ1)dτ1, (61)

and apply the left rectangular quadrature rule p times, then we arrive at the
following relationship in the matrix form:
















gp(tp)
gp(tp+1)

...
gp(tN )

...
gp(tN + h)
gp(tN + ph)
















= hp
















γ0 0 0 0 · · · · · · 0
γ1 γ0 0 0 · · · · · · 0
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

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
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involving the lower triangular strip matrix Ip

N with the generating function
ϕp(z) = hp(1 − z)−p,

Ip
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


, (63)

which is inverse to the matrix Bp
N , corresponding to the backward difference

approximation of the p-th derivative:

Bp
NIp

N = Ip
NBp

N ←→ truncN (βp(z)ϕp(z)) = 1 ←→ E. (64)
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N is
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and the result is the column vector of approximated values of f ′(tk), k = 1, . . . , N ,
with the exception of the first element, depending on the value of the function
f(t) at the initial point, namely h−1f0 = h−1f(a). We can look at the matrix B1

N
as at a discrete analogue of first-order differentiation. The generating function for
the matrix B1

N is

β1(z) = h−1(1 − z). (32)

Similarly, we can consider the approximation of the second-order derivative
using second-order backward differences:

f ′′(tk) ≈
1
h2

∇2f(tk) =
1
h2

(fk − 2fk−1 + fk−2) , k = 2, . . . , N, (33)

which in the matrix form corresponds to the relationship













h−2 f0

h−2 (−2f0 + f1)
h−2 ∇2f(t2)

...
h−2 ∇2f(tN−1)
h−2 ∇2f(tN)













=
1
h2













1 0 0 0 · · · 0
−2 1 0 0 · · · 0

1 −2 1 0 · · · 0

· · · · · · · · · . . . · · · · · ·
· · · 0 1 −2 1 0

0 0 · · · 1 −2 1

























f0

f1

f2
...

fN−1

fN













. (34)

In the formula (34) the column vector of function values fk (k = 0, . . . , N) is
multiplied by the matrix

B2
N =

1
h2













1 0 0 0 · · · 0
−2 1 0 0 · · · 0

1 −2 1 0 · · · 0

· · · · · · · · · . . . · · · · · ·
· · · 0 1 −2 1 0

0 0 · · · 1 −2 1













(35)

and the result is the column vector of approximations of f ′′(tk), k = 2, 3, . . . , N ,
with the exception of the first two elements, namely h−2f0 and h−2(−2f0+f1). We
can look at the matrix B2

N as at a discrete analogue of second-order differentiation.
The generating function for the matrix B2

N is

β2(z) = h−2(1 − 2z + z2) = h−2(1 − z)2. (36)

Further, we can consider a matrix Bp
N , where p is a positive integer:
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Similarly, we can consider the two-fold integral with a moving upper boundary:

g2(t) =
t∫

a

dt

t∫

a

f(t)dt, (55)

for which we have g′′2 (t) = g′1(t) = f(t) in (a, b).
Using the left rectangular quadrature rule twice for approximating g2(tk) and

taking into account that g1(t0) = 0, we have:

g2(tk) = h
k−1
∑

i=0

g1(ti) = h
k−1
∑

i=1

g1(ti) = h
k−1
∑

i=1

h
i−1
∑

j=0

fj

= h2
k−1
∑

i=1

i−1
∑

j=0

fj = h2
k−2
∑

j=0

(k − j − 1) fj

= h2
(

(k − 1)f0 + (k − 2)f1 + . . . + 2fk−3 + fk−2

)

, (56)

k = 2, 3, . . . , N.

The equations (56) can be written simultaneously in the matrix form:













g2(t2)
g2(t3)

...
g2(tN )

g2(tN + h)
g2(tN + 2h)













= h2













1 0 0 0 · · · 0
2 1 0 0 · · · 0

· · · · · · . . . · · · · · · · · ·
· · · 3 2 1 0 0
N · · · 3 2 1 0

N + 1 N · · · 3 2 1

























f0

f1
...

fN−2

fN−1

fN













.

(57)
We see that the column vector of function values fk (k = 0, . . . , N) is multi-

plied by the matrix

I2
N = h2













1 0 0 0 · · · 0
2 1 0 0 · · · 0

· · · · · · . . . · · · · · · · · ·
· · · 3 2 1 0 0
N · · · 3 2 1 0

N + 1 N · · · 3 2 1













, (58)

and the result is the column vector of approximated values of the integral (55),
namely g2(tk), k = 2, . . . , N , with the exception of the last two elements, which
correspond to the nodes lying outside of the considered interval [a, b]. We can

= ?
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Integer-order integration
Moving upper limit

p-fold integration:
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look at the matrix I2
N as at a discrete analogue of left rectangular quadrature rule

for evaluating the two-fold integral (55). The generating function for I2
N is

ϕ2(z) = h2(1 − z)−2. (59)

It must be mentioned here that the matrix I2
N is inverse to the matrix B2

N ,
which corresponds to backward difference approximation of the second derivative.
We have:

B2
NI2

N = I2
NB2

N ←→ truncN (β2(z)ϕ2(z)) = 1 ←→ E. (60)

Therefore, having one of these matrices, we can immediately obtain another by a
matrix inversion.

If we consider p-fold integration with a moving upper limit,

gp(t) =
t∫

a

dτp

τp∫

a

dτp−1 . . .

τ2∫

a

f(τ1)dτ1, (61)

and apply the left rectangular quadrature rule p times, then we arrive at the
following relationship in the matrix form:
















gp(tp)
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gp(tN )

...
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gp(tN + ph)
















= hp
















γ0 0 0 0 · · · · · · 0
γ1 γ0 0 0 · · · · · · 0

· · · · · · . . . · · · · · · · · · · · ·
· · · γ2 γ1 γ0 0 · · · · · ·

· · · · · · · · · · · · . . . · · · · · ·
γN−1 · · · · · · γ2 γ1 γ0 0
γN γN−1 · · · · · · γ2 γ1 γ0





























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fN


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
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





,

(62)
involving the lower triangular strip matrix Ip

N with the generating function
ϕp(z) = hp(1 − z)−p,

Ip
N = hp
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



, (63)

which is inverse to the matrix Bp
N , corresponding to the backward difference

approximation of the p-th derivative:

Bp
NIp

N = Ip
NBp

N ←→ truncN (βp(z)ϕp(z)) = 1 ←→ E. (64)
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which is inverse to the matrix Bp
N , corresponding to the backward difference
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In view of (26) it follows from the properties of the generating functions
ϕp(z) = hp(1 − z)−p that

I2
N = I1

N I1
N , (65)

Ip
N = I1

N I1
N . . . I1

N
︸ ︷︷ ︸

p

, (66)

Ip+q
N = Ip

N Iq
N = Iq

N Ip
N , (67)

where p and q are positive integers. Moreover, the matrices Ip
N commute also with

the matrices Bp
N .

5.2. Moving lower limit of integration
If we consider p-fold integration with a moving lower limit,

yp(t) =
b∫

t

dτp

b∫

τp

dτp−1 . . .

b∫

τ2

f(τ1)dτ1, (68)

then its discrete analogue is represented by the upper triangular strip matrix Jp
N

with the generating function ϕp(z) = hp(1 − z)−p:

Jp
N = hp
















γ0 γ1 γ2 · · · · · · γN−1 γN

0 γ0 γ1 γ2 · · · · · · γN−1

· · · · · · . . . · · · · · · · · · · · ·
· · · 0 0 γ0 γ1 γ2 · · ·

· · · · · · · · · · · · . . . · · · · · ·
0 · · · · · · 0 0 γ0 γ1

0 0 · · · · · · 0 0 γ0
















. (69)

The matrix Jp
N is inverse to the matrix F p

N , corresponding to the backward dif-
ference approximation of the p-th derivative:

F p
NJp

N = Jp
NF p

N ←→ truncN (βp(z)ϕp(z)) = 1 ←→ E. (70)

In view of (26) it follows from the properties of the generating functions
ϕp(z) = hp(1 − z)−p that

J2
N = J1

N J1
N , (71)

Jp
N = J1

N J1
N . . . J1

N
︸ ︷︷ ︸

p

, (72)

Jp+q
N = Jp

N Jq
N = Jq

N Jp
N , (73)

where p and q are positive integers. Moreover, the matrices Jp
N commute also

with the matrices F p
N .

Properties:

Matrices       commute with matrices       .
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Left-sided R-L integration

aD
−α
t f (t) =

1

Γ(α)

t∫

a

(t− τ )α−1f (τ )dτ, (a < t < b),

Iα
N = (Bα

N)−1.

Iα
N ←→ ϕN(z) = truncN

(
β−1

α (z)
)

= truncN (hα(1− z)−α) .

Iα
N = hα





ω(−α)
0 0 0 0 · · · 0

ω(−α)
1 ω(−α)

0 0 0 · · · 0
ω(−α)

2 ω(−α)
1 ω(−α)

0 0 · · · 0
. . . . . . . . . . . . · · · · · ·

ω(−α)
N−1

. . . ω(−α)
2 ω(−α)

1 ω(−α)
0 0

ω(−α)
N ω(−α)

N−1
. . . ω(−α)

2 ω(−α)
1 ω(−α)

0





Left-sided fractional integrals

Useful matrices: Eliminators

Eliminator,                  , is obtained from the unit 
matrix by omitting rows with numbers                    .
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!1 !0.8 !0.6 !0.4 !0.2 0 0.2 0.4 0.6 0.8 1
0.4

0.45

0.5

0.55

0.6

0.65

0.7

0.75

0.8

analytical solution
numerical solution (h=0.005)

Figure 1: Solution of equation 1
Γ(1−α)

1∫

−1
|t − τ |−αy(τ) dτ = 1.
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Useful matrices: Eliminators

In general, 
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S0

{

LN

UN

}

ST
0 =

{

LN−1

UN−1

}

, (106)

SN

{

LN

UN

}

ST
N =

{

LN−1

UN−1

}

, (107)

S0,1,...,k

{

LN

UN

}

ST
0,1,...,k =

{

LN−k−1

UN−k−1

}

, (108)

SN−k,N−k+1,...,N

{

LN

UN

}

ST
N−k,N−k+1,...,N =

{

LN−k−1

UN−k−1

}

. (109)

In other words, simultaneous multiplication of a triangular strip matrix by the
eliminator S0,1,...,k (or by SN−k,N−k+1,...,N ) on the left and ST

0,1,...,k (respectively,
by ST

N−k,N−k+1,...,N ) on the right preserves the type and the structure of the
triangular strip matrix, and only reduces its size by k +1 rows and k+1 columns.

8.1. Initial value problems for FDEs
The general procedure of numerical solution of fractional differential equations

consists of two steps.
First, initial conditions are used to reduce a given initial-value problem to a

problem with zero initial conditions. At this stage, instead of a given equation a
modified equation, incorporating the initial values, is obtained.

Then the system of algebraic equations is obtained by replacing all derivatives
(of fractional and integer orders) in the obtained modified equation by the corre-
sponding matrices (Bα

N for left-sided derivatives, Fα
N for right-sided derivatives)

for their discrete analogues.
We will consider an m-term linear fractional differential equation with non-

constant coefficients of the following form:
m

∑

k=1

pk(t)Dαky(t) = f(t), (110)

0 ≤ α1 < α2 < . . . < αm, n − 1 < αm < n,

where Dαk denotes either Riemann-Liouville or Caputo left-sided fractional deriva-
tive of order αk.

Let us denote

P (k)
N = diag

(

pk(t0), pk(t1), . . . , pk(tN )
)

=









pk(t0) 0 . . . 0
0 pk(t1) 0 . . .

0 . . .
. . . 0

0 . . . 0 pk(tN )









,

(111)

Simultaneous multiplication of a triangular strip matrix by an 
eliminator               (or                          ) on the left and its 
transpose on the right preserves the type and the structure of 
the triangular strip matrix, and only reduces its size by k+1 rows 
and k+1 columns. 
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Initial value problems for FDEs

Consider linear FDE with non-constant coefficients:
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(111)

(R-L or Caputo)

Denote
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YN =
(

y(t0), y(t1), . . . , y(tN )
)T

, FN =
(

f(t0), f(t1), . . . , f(tN )
)T

. (112)

Using these notations and taking into account that the discrete analogue of
the left-sided fractional derivative Dαk is Bαk

N , we can write a discrete analogue
of the fractional differential equation (110):

m
∑

k=1

P (k)
N Bαk

N YN = FN . (113)

8.2. Zero initial conditions
If n − 1 < αm < n, then the Riemann-Liouville and the Caputo formulations

of the equation (110) are equivalent under the assumption of zero initial values of
the function y(t) and its (n − 1) derivatives [12]:

y(k)(t0) = 0, k = 0, 1, . . . , n − 1. (114)

Approximating the derivatives in the initial conditions (114) by backward
differences, we immediately obtain:

y(t0) = y(t1) = . . . = y(tn−1) = 0. (115)

The linear algebraic system for determination of yn, . . . , yN is obtained from
the system (113) by omitting its first n rows and substituting the zero starting
values (115) into the remaining equations. This can be symbolically written with
the help of eliminator:

{

S0,1,...,n−1

{
m∑

k=1

P (k)
N Bαk

N

}

ST
0,1,...,n−1

}

{S0,1,...,n−1YN} = S0,1,...,n−1FN . (116)

The solution of the linear algebraic system (116) along with the starting values
(115) gives the numerical solution of the fractional differential equation (110)
under zero initial conditions (114).
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Example 2. Let us consider the following two-term fractional differential
equation under zero initial conditions:

y(α)(t) + y(t) = 1, (118)

y(0) = 0, y′(0) = 0, (119)
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Discretization of an equation

Initial value problems for FDEs
Handling zero initial conditions

If                          and                                                  , 
then the Riemann-Liouville and Caputo derivatives coincide. 
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Approximating derivatives in the above conditions by 
backward differences we immediately have:

and the system for finding the rest is:

For constant coefficients it is even simpler:
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Example 1: Caputo derivatives
Zero initial conditions

380 I. Podlubny

YN =
(

y(t0), y(t1), . . . , y(tN )
)T

, FN =
(

f(t0), f(t1), . . . , f(tN )
)T

. (112)

Using these notations and taking into account that the discrete analogue of
the left-sided fractional derivative Dαk is Bαk

N , we can write a discrete analogue
of the fractional differential equation (110):

m
∑

k=1

P (k)
N Bαk

N YN = FN . (113)

8.2. Zero initial conditions
If n − 1 < αm < n, then the Riemann-Liouville and the Caputo formulations

of the equation (110) are equivalent under the assumption of zero initial values of
the function y(t) and its (n − 1) derivatives [12]:

y(k)(t0) = 0, k = 0, 1, . . . , n − 1. (114)

Approximating the derivatives in the initial conditions (114) by backward
differences, we immediately obtain:

y(t0) = y(t1) = . . . = y(tn−1) = 0. (115)

The linear algebraic system for determination of yn, . . . , yN is obtained from
the system (113) by omitting its first n rows and substituting the zero starting
values (115) into the remaining equations. This can be symbolically written with
the help of eliminator:

{

S0,1,...,n−1

{
m∑

k=1

P (k)
N Bαk

N

}

ST
0,1,...,n−1

}

{S0,1,...,n−1YN} = S0,1,...,n−1FN . (116)

The solution of the linear algebraic system (116) along with the starting values
(115) gives the numerical solution of the fractional differential equation (110)
under zero initial conditions (114).

If the coefficients pk(t) are constant, i.e. pk(t) ≡ pk, then the system (116)
takes on the simplest form:

m∑

k=1

pkB
αk
N−n {S0,1,...,n−1YN} = S0,1,...,n−1FN . (117)

Example 2. Let us consider the following two-term fractional differential
equation under zero initial conditions:

y(α)(t) + y(t) = 1, (118)

y(0) = 0, y′(0) = 0, (119)

Exact solution is:
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Figure 2: Solution of the problem y(1.8)(t) + y(t) = 1, y(0) = 0, y′(0) = 0

which has the analytical solution

y(t) = tαEα,α+1(−tα). (120)

The numerical solution of the problem (118)–(119) can be found from the
system (117), where we have m = 2, α1 = α, α2 = 0, n = 2, p1 = p2 = 1,
Bα1

N−n = Bα
N−2, Bα2

N−n = EN−2, FN = (1, 1, . . . , 1
︸ ︷︷ ︸

N

)T . For these values, the system

of algebraic equations for determining yk, k = 2, 3, . . . , N takes on the form:
{

Bα
N−2 + EN−2

}

{S0,1YN} = S0,1FN . (121)

It should be also added that from the initial conditions we have y0 = y1 = 0.
The numerical solution of the problem (118)–(119) for α = 1.8 is shown in

Fig. 2.
8.3. Initial conditions in terms of integer-order derivatives

If the fractional derivatives in the equation (110), where n− 1 < αm < n, are
Caputo derivatives, then the initial conditions are expressed in terms of classical
integer-order derivatives and can be non-zero:

y(k)(t0) = ck, k = 0, 1, . . . , n − 1. (122)
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integer-order derivatives and can be non-zero:

y(k)(t0) = ck, k = 0, 1, . . . , n − 1. (122)
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Figure 2: Solution of the problem y(1.8)(t) + y(t) = 1, y(0) = 0, y′(0) = 0

which has the analytical solution

y(t) = tαEα,α+1(−tα). (120)

The numerical solution of the problem (118)–(119) can be found from the
system (117), where we have m = 2, α1 = α, α2 = 0, n = 2, p1 = p2 = 1,
Bα1

N−n = Bα
N−2, Bα2

N−n = EN−2, FN = (1, 1, . . . , 1
︸ ︷︷ ︸

N

)T . For these values, the system

of algebraic equations for determining yk, k = 2, 3, . . . , N takes on the form:
{

Bα
N−2 + EN−2

}

{S0,1YN} = S0,1FN . (121)

It should be also added that from the initial conditions we have y0 = y1 = 0.
The numerical solution of the problem (118)–(119) for α = 1.8 is shown in
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Example I: Caputo derivatives
Zero initial conditions
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Example 2: Caputo derivatives
Non-zero initial conditions: transform them to zeros.
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The solution of the initial-value problem (110)–(122) can be written in the
form

y(t) = y∗(t) + z(t), (123)

where y∗(t) is some known function, satisfying the conditions y(k)(t0) = ck, k =
0, 1, . . . , n − 1, and z(t) is a new unknown function.

Substituting (123) into the equation (110) and the initial conditions (122), we
obtain for the function z(t) an initial-value problem with zero initial conditions,
which can be solved as described in Section 8.2.

Example 3. Let us consider the following two-term fractional differential
equation under non-zero initial conditions:

y(α)(t) + y(t) = 1, (124)

y(0) = c0, y′(0) = c1. (125)

The analytical solution, obtained with the help of the Laplace transform of
the Caputo fractional derivatives [12], is given by the expression

y(t) = c0Eα,1(−tα) + c1tEα,2(−tα) + tαEα,α+1(−tα). (126)

To obtain numerical solution, we have first to transform the problem (124)–
(125) to the problem with zero initial conditions. For this, let us introduce an
auxiliary function z(t), such that

y(t) = c0 + c1t + z(t).

Substituting this expression into the equation (124) and in the initial conditions
(125), we obtain the problem for finding z(t):

z(α)(t) + z(t) = 1 − c0 − c1t, (127)

z(0) = 0, z′(0) = 0. (128)

The numerical solution of this problem can be found as described in Section
8.2, and the numerical solution y(t) of the problem (124)–(125) is obtained using
the relationship y(t) = c0 + c1t + z(t).

The numerical solution of the problem (124)–(125) for α = 1.8, c0 = 1, c1 = −1
is shown in Fig. 3.

8.4. Initial conditions in terms of R-L fractional derivatives
Initial value problems for fractional differential equations with non-zero initial

conditions in terms of Riemann-Liouville (R-L) derivatives, namely

aD
α−k−1
t y(t)

∣
∣
∣
t→a

= ck, k = 0, 1, . . . , n − 1, (129)

can be also transformed to initial-value problems with zero initial condition. Such
a transformation allows us to circumvent the difficulty consisting in the fact that
there is still no known approximation for such initial conditions.

The problem:

Exact solution is:
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Introduce an auxiliary function:
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Example 2: Caputo derivatives
Non-zero initial conditions: transform them to zeros.

MATRIX APPROACH TO DISCRETE FRACTIONAL CALCULUS 383

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

analytical solution
numerical solution (h=0.01)

Figure 3: Solution of the problem y(1.8)(t) + y(t) = 1, y(0) = 1, y′(0) = −1

Example 4. Let us consider the following two-term fractional differential
equation under non-zero initial conditions:

y(α)(t) + y(t) = 1, (130)

y(α−1)(0) = c0, y(α−2)(0) = c1. (131)

The analytical solution, obtained with the help of the Laplace transform of
the Riemann–Liouville fractional derivative [12], is given by the expression

y(t) = c0t
α−1Eα,α(−tα) + c1t

α−2Eα,α−1(−tα) + tαEα,α+1(−tα). (132)

To obtain numerical solution, we have first to transform the problem (130)–
(131) to the problem with zero initial conditions. For this, let us introduce an
auxiliary function z(t), such that

y(t) = c0t
α−1 + c1t

α−2 + z(t).

Substituting this expression into the equation (130) and into the initial conditions
(131), we obtain the problem for finding z(t):

z(α)(t) + z(t) = 1 − c0t
α−1 − c1t

α−2, (133)

z(0) = 0, z′(0) = 0. (134)
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α−2 + z(t).

Substituting this expression into the equation (130) and into the initial conditions
(131), we obtain the problem for finding z(t):

z(α)(t) + z(t) = 1 − c0t
α−1 − c1t

α−2, (133)

z(0) = 0, z′(0) = 0. (134)

Example 3: Riemann-Liouville derivatives
Non-zero initial conditions: transform them to zeros.

The problem:

Exact solution is:

Introduce an auxiliary function:

Then the problem for z(t) is:
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Example 3: Riemann-Liouville derivatives
Non-zero initial conditions: transform them to zeros.
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Figure 4: Solution of the problem y(1.8)(t)+y(t) = 1; y(0.8)(0) = 1; y(−0.2)(0) = −1.

The numerical solution of this problem can be found as described in Section
8.2, and the numerical solution y(t) of the problem (130)–(131) is obtained using
the relationship y(t) = c0tα−1 + c1tα−2 + z(t).

The numerical solution of the problem (130)–(131) for α = 1.8, c0 = 1, c1 = −1
is shown in Fig. 4.

8.5. Nonlinear FDEs
The triangular strip matrices can be useful also for solving fractional differ-

ential equations of a general form. Let us write, for example, an equation with
left-sided fractional derivatives y(αi)(t) = aD

αi
t y(t) :

y(α1)(t) = f(t, y(α2)(t), y(α3)(t), . . . , y(αk)(t)), (135)

(0 < α1 < α2 < . . . < αk ≤ n.)

assuming that the initial conditions are already transformed to zero initial condi-
tions.

Replacing all fractional derivatives in the equation (135) with their discrete
analogues and utilizing zero initial conditions, we obtain a nonlinear algebraic
system

Bα1
N YN = f(EtN , Bα2

N YN , Bα3
N YN , . . . , Bαk

N YN ), (136)

yj = 0, j = 1, 2, . . . , n − 1,
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the relationship y(t) = c0tα−1 + c1tα−2 + z(t).

The numerical solution of the problem (130)–(131) for α = 1.8, c0 = 1, c1 = −1
is shown in Fig. 4.

8.5. Nonlinear FDEs
The triangular strip matrices can be useful also for solving fractional differ-

ential equations of a general form. Let us write, for example, an equation with
left-sided fractional derivatives y(αi)(t) = aD

αi
t y(t) :

y(α1)(t) = f(t, y(α2)(t), y(α3)(t), . . . , y(αk)(t)), (135)

(0 < α1 < α2 < . . . < αk ≤ n.)

assuming that the initial conditions are already transformed to zero initial condi-
tions.

Replacing all fractional derivatives in the equation (135) with their discrete
analogues and utilizing zero initial conditions, we obtain a nonlinear algebraic
system

Bα1
N YN = f(EtN , Bα2
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N YN , . . . , Bαk

N YN ), (136)

yj = 0, j = 1, 2, . . . , n − 1,
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We deal with the Riemann-Liouville derivatives (n− 1 ≤ α < n):

0Dα
t f(t) =

1

Γ(n− α)

(
d

dt

)n t∫

0

f(τ) dτ

(t− τ)α−n+1.

Fractional differential equations in terms of RL derivatives require ini-
tial conditions expressed in terms of initial values of fractional deriva-
tives of the unknown function.

A typical initial value problem (n− 1 < α < n):

0Dα
t f(t) + af(t) = h(t); (t > 0)

[
0Dα−k

t f(t)
]

t→0
= bk, (k = 1,2, . . . , n).

1

K. Diethelm, N. J. Ford, A. D. Freed, and Yu. Luchko (2005):

“A typical feature of differential equations (both classical
and fractional) is the need to specify additional conditions in
order to produce a unique solution. For the case of Caputo
FDEs, these additional conditions are just the static initial
conditions . . . , which are akin to those of classical ODEs, and
are therefore familiar to us. In contrast, for Riemann-Liouville
FDEs, these additional conditions constitute certain fractional
derivatives (and/or integrals) of the unknown solution at the
initial point x = 0 . . . , which are functions of x. These initial
conditions are not physical; furthermore, it is not clear how
such quantities are to be measured from experiment, say, so
that they can be appropriately assigned in an analysis.”

2

Spring-pot model

Spring-pot is a linear viscoelastic element whose behaviour is interme-
diate between that of elastic element (spring) and a viscous element
(dashpot). The term “spring-pot” was introduced by Koeller (1984),
although the concept of an element with intermediate properties had
been introduced some time earlier (G. W. Scott Blair, 1930s-40s).
The constitutive equation of a spring-pot is:

σ(t) = K 0Dα
t ε(t) or ε(t) =

1

K
0D−α

t σ(t)

3

Spring-pot model: Creep

A stress step σ0 is applied at initial time t = 0. The change of ε(t) is
described by the FDE

0Dα
t ε(t) =

σ0

K

An initial condition involving 0Dα−1
t ε(t) is required. It can be found by

taking the first-order integral of the constitutive equation and letting
t→ 0

[
0Dα−1

t ε(t)
]

t→0
=

[
0D−1

t (σ0/K)
]

t→0
.

In the considered case stress is finite at all times, therefore the re-
quired IC is

[
0Dα−1

t ε(t)
]

t→0
= 0.

4

Spring-pot model: Impulse response

An impulse of stress defined as Bδ(t) applied to the spring-pot at time
t = 0. After that, the stress remains zero. The strain ε(t) for t > 0 is
the solution of FDE

0Dα
t ε(t) = 0.

An initial condition involving
[
0Dα−1

t ε(t)
]

t→0
is required.

This can be found through integration of the constitutive equation,
as

[
0Dα−1

t ε(t)
]

t→0
=

[
0D−1

t σ(t)/K
]

t→0
,

which gives the following initial condition:
[
0Dα−1

t ε(t)
]

t→0
= B/K.

5



The key: look for inseparable twins

In a general case, when we consider some FDE for, say, U(t), we have
to consider also some function V (t), for which some dual relation
exists between U(t) and V (t). For example: stress σ(t) and strain
ε(t) in viscoelasticity; charge q(t) and voltage v(t) in electrical circuits;
temperature difference T (t) and the heat flux q(t) in heat conduction;
etc. Functions U(t) and V (t) are normally related by some basic
physical law for the particular field of science.

In each scientific field there are such pairs of functions like the afore-
mentioned, which are as inseparable as Siamese twins: the left-hand
side of the initial condition involves one of them, whereas the evalu-
ation of the right-hand side is related to the other.

6

Fractional Voigt model: Impulse response

The constitutive equation of this model is

σ(t) = Eε(t) + K 0Dα
t ε(t).

A stress impulse Bδ(t) is applied to a Voigt element at time t = 0.
Then the FDE for ε(t) (t > 0) is

Eε(t) + K 0Dα
t ε(t) = 0.

We need an initial condition, which will involve the value of 0Dα−1
t ε(t)

for t → 0. This condition can be obtained by integration of the
constitutive equation as

[
E 0D−1

t ε(t) + K 0Dα−1
t ε(t) = 0D−1

t σ(t)
]

t→0
.

7

The limit of the right hand side is the magnitude B of the stress
impulse. On physical grounds, the spring-pot cannot deform instan-
taneously under a finite stress, and, as is the case for a spring-pot
alone, any singularity of ε(t) must be weaker than that of the stress
impulse, thus

[
0D−1

t ε(t)
]

t→0
= 0.

Hence the initial condition finally takes on the form of
[
K 0Dα−1

t ε(t)
]

t→0
= B.

Fractional Voigt model: Creep

A stress step σ0 applied at t = 0. The FDE for the strain ε(t) is

Eε(t) + K 0Dα
t ε(t) = σ0,

and the IC can be found by integrating the constitutive equation and
taking t→ 0:

[
E 0D−1

t ε(t) + K 0Dα−1
t ε(t) = 0D−1

t σ(t)
]

t→0
.

The limit of the right hand side is zero. A bounded stress can produce
only a bounded strain, so the limit of the first-order ordinary integral
of strain in the left hand side is also zero. Thus the initial condition
has the form:

[
0Dα−1

t ε(t)
]

t→0
= 0.

8

Fractional Zener model: Impulse response

σ(t) + ν 0Dα
t σ(t) = λ ε(t) + µ 0Dα

t ε(t).

A stress impulse Bδ(t) applied at time t = 0. Then the FDE for ε(t)
(t > 0) is:

λε(t) + µ 0Dα
t ε(t) = 0.

We need an IC involving the initial value of 0Dα−1
t ε(t). Integrating

the constitutive equation and taking t→ 0, we, similarly to the Voigt
model under stress impulse, obtain the initial condition in the form:

[
µ 0Dα−1

t ε(t)
]

t→0
= B

9

Fractional Zener model: Creep

σ(t) = σ0, and the FDE for ε(t) is:

λε(t) + µ 0Dα
t ε(t) = σ0 + ν σ0

t−α

Γ(1− α)
.

The initial condition to this equation,
[
0Dα−1

t ε(t)
]

t→0
= 0,

in terms of fractional derivative of ε(t) appeared again from consid-
eration of its “inseparable twin” σ(t).

10



Fractional Zener model: General load

σ(t) = σ∗(t). The FDE for ε(t) is

λε(t) + µ 0Dα
t ε(t) = σ∗(t) + ν 0Dα

t σ∗(t)

The corresponding initial condition can be obtained as follows. Con-
sider some small t = a. Starting at t = 0, stress σ(t) must be recorded
until t = a, and based on the recorded values the left hand side of
the integral of the constitutive relationship must be evaluated. The
obtained quantity provides an approximation of the initial value for
the expression in its right hand side.

In some cases it is possible to find the limit of such approximation as
a → 0. For example, for a physically realisable continuous load σ∗(t)
we obtain a zero initial condition in the form:

[
0Dα−1

t ε(t)
]

t→0
= 0.
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